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We introduce a Three-Dimensional Convolutional Variational Autoencoder (3D-CVAE) for au-
tomated anomaly detection in Electron Energy Loss Spectroscopy Spectrum Imaging (EELS-SI)
data. Our approach leverages the full three-dimensional structure of EELS-SI data to detect subtle
spectral anomalies while preserving both spatial and spectral correlations across the datacube. By
employing negative log-likelihood loss and training on bulk spectra, the model learns to reconstruct
bulk features characteristic of the defect-free material. In exploring methods for anomaly detection,
we evaluated both our 3D-CVAE approach and Principal Component Analysis (PCA), testing their
performance using Fe L-edge peak shifts designed to simulate material defects. Our results show
that 3D-CVAE achieves superior anomaly detection and maintains consistent performance across
various shift magnitudes. The method demonstrates clear bimodal separation between normal and
anomalous spectra, enabling reliable classification. Further analysis verifies that lower dimensional
representations are robust to anomalies in the data. While performance advantages over PCA di-
minish with decreasing anomaly concentration, our method maintains high reconstruction quality
even in challenging, noise-dominated spectral regions. This approach provides a robust framework
for unsupervised automated detection of spectral anomalies in EELS-SI data, particularly valuable

for analyzing complex material systems.

Introduction—High-resolution transmission electron
microscopy has become the predominant approach for
characterizing a wide range of materials, ranging from
2D materials [I] to superconductors, [2] semiconductors,
[B] and catalysts. [4] A particularly powerful approach
to materials characterization is the combination of scan-
ning transmission electron microscopy (STEM) [5] with
electron energy-loss spectroscopy (EELS), [6] which can
measure the local density of states up to single atomic-
column resolutions. [7] This approach is often referred
to as EELS spectrum imaging (EELS-SI), [8] and the re-
sulting 3-dimensional data cubes contain a detailed map
of elemental composition, electronic structure, and bond-
ing at the atomic scale, which is critical for understanding
the fundamental properties of condensed matter systems.

Core-loss EELS, which stems from the transition of
highly-localized states, such as the Is or 2p states into
unoccupied orbitals above the Fermi-level Er, often ex-
hibit a detailed fine-structure of a particular edge, for ex-
ample, the oxygen K-edge or a transition metal L-edge,
near the edge onset, which reflects the density of unoccu-
pied states near Er. [6] Subtle changes in this near-edge
fine structure are due to changes in the local crystal struc-
ture, changes in orbital or spin ordering, valence state
changes or the presence of defects/vacancies. These in-
sights are invaluable for exploring phenomena, such as
superconductivity, [9] magnetism, [I0] and topological
states of matter. [II] Furthermore, atomic-column re-
solved EELS is particularly impactful in analyzing inter-
faces, grain boundaries, [I2] and low-dimensional materi-
als, [I3] where local electronic and chemical environments
dictate macroscopic material properties. By bridging the
gap between atomic-scale phenomena and bulk material

behavior, this technique plays a crucial role in advancing
the design of quantum materials, catalysts, and energy
devices.

Existing EELS-SI data analysis methods predomi-
nantly rely on manual inspection or dimensionality re-
duction techniques, such as Principal Component Analy-
sis (PCA). While effective at noise reduction and extract-
ing statistically significant features, PCA’s linear nature
limits its ability to capture physically significant, intri-
cate spectral details. Its variance-based decomposition
often relegates subtle spectral features to low-variance
components, which are commonly discarded as noise.
Furthermore, PCA, being constrained to linear combina-
tions of input features, cannot accurately represent non-
linear relationships in the data, potentially overlooking
complex spectral patterns crucial for anomaly detection.

Machine learning (ML) has emerged as a signifi-
cant tool across scientific disciplines, offering new ap-
proaches for analyzing complex datasets [I4H16]. In
electron microscopy, conventional ML techniques have
enhanced data analysis, enabling robust methods for
denoising images and identifying atoms/patterns in
STEM/STM/AFM data [I7HI9]. The increasing accessi-
bility of high-performance computing has accelerated the
adoption of more complex, data-intensive methods, par-
ticularly Deep Learning (DL) models like autoencoders,
which have gained prominence in physics applications.
Autoencoders, hourglass-shaped feed-forward neural net-
works, compress input data through an encoder, then re-
construct it from a low-dimensional representation, pre-
serving salient features while finding a succinct data rep-
resentation [20].

Variational Autoencoders (VAEs) [21] combine varia-



tional inference and autoencoders to create deep genera-
tive models trainable in an unsupervised fashion. VAEs
excel at learning compact, non-linear representations of
high-dimensional data. They achieve this by regulariz-
ing the latent space so that nearby points encode se-
mantically similar information. This regularization is ac-
complished by modeling the latent space as a product
of Gaussian distributions and minimizing the Kullback-
Leibler divergence between the estimated and true under-
lying distributions [21]. The Kullback-Leibler divergence
is minimized when the estimated distribution matches
the true underlying distribution, allowing the VAE to
learn a smooth, continuous latent space that captures
meaningful data features.

Unlike conventional autoencoders, which may learn
discontinuous or arbitrary latent representations, VAEs’
regularized latent space improves the quality of both
learned features and the learned relationships between
them. This characteristic makes VAEs more resistant to
learning undesirable features such as noise signatures or
subtle shifts in the training set - issues that often reduce
the semantic meaning of latent encodings in conventional
autoencoders - thereby enhancing VAEs’ generalizability
to new data.

In physics, VAEs have shown ability to learn physi-
cally relevant representations. For example, in molecu-
lar systems, VAEs have been applied to represent free
energy surfaces (FES), enabling improved sampling of
high-dimensional spaces and prediction of properties like
isothermal compressibility or NMR, spin-spin J couplings
[22]. They have also been used for dimensionality reduc-
tion, such as identifying slowly varying collective vari-
ables in peptide folding, which is crucial for developing
Markov state models of conformational changes [22].

In materials science, VAEs and related autoencoder
architectures have been applied to extract meaningful
features from various scientific images, including spatial-
spectral characteristics from hyperspectral images us-
ing 3D convolutional autoencoders [23] and structural
patterns from STEM/STM images using shift-invariant
VAEs [24]. The latent space variables often correlate with
key physical properties such as atomic positions, lattice
periodicities, or electronic states, providing insights into
the underlying physics. VAEs have demonstrated the ca-
pability to separate individual structural building blocks
from relevant order parameter fields that change slowly
on the length scale of the atomic lattice, enabling efficient
exploration of complex configurational spaces [24].

Recent studies have applied ML to EELS data, creat-
ing models for predicting individual spectra from struc-
tural images based on the idea that local structures and
functional phenomena are correlated through a small
number of latent mechanisms [25]. Denoising autoen-
coders have been explored as an alternative to PCA,
matching and outperforming PCA reconstructions [26].
However, most approaches have primarily addressed in-

dividual EELS spectra, leaving the full potential of 3D
EELS-SI data unexplored.

VAEs have demonstrated effectiveness in anomaly de-
tection across various domains. In civil engineering, they
have been applied to detect temporal and spatial anoma-
lies in dam monitoring data [27]. In computer vision,
VAEs have been used to detect and localize anomalous
events in surveillance videos using only normal samples
for training [28]. In medical imaging, 3D VAEs have
shown promise in detecting schizophrenia from brain
MRI data [29].

Building on these successes, we previously developed
an approach using Convolutional VAEs (CVAEs) to
detect and classify point defects and other structural
anomalies in atomic-resolution STEM images [30, [31].
We successfully validated this method on STEM images
of SrTi03 and more complex structures like F'e PO, and
CdTe. In this approach, a CVAE trained solely on bulk
crystal structure images learned the expected atomic po-
sitions and intensities. Anomalies were then identified
by subtracting the input images from the CVAE’s recon-
structions.

The present work extends this concept to EELS-SI
data, introducing a novel Three-Dimensional Convolu-
tional Variational Autoencoder (3D-CVAE) for discov-
ering intricate spectral anomalies. This unsupervised
approach can learn complex, disentangled patterns in
EELS-SI data while requiring relatively small training
datasets compared to most supervised neural networks.
Importantly, it can be implemented using computing re-
sources widely available to researchers in the field, with-
out requiring high performance supercomputers.

To enhance scalability and applicability, our model op-
erates directly on EELS-SI data, eliminating the need
for additional feature engineering or comprehensive prior
knowledge of the material system. This element-agnostic
approach allows the model to learn underlying spectral
patterns for any element, given sufficient training exam-
ples.

We evaluate our method by training the 3D-CVAE on
bulk EELS-SI data and testing its performance in recon-
structing spectra with eight different types of artificially
injected anomalies. Our results demonstrate that the
3D-CVAE-based method outperforms traditional PCA in
both spectral reconstruction and anomaly detection.

For our experiments, we used EELS-SI spectra from
epitaxial BiF'eOs thin films grown on Sr7T%i03

This approach successfully identifies subtle spectral
changes associated with defect structures and interface
phenomena, surpassing the capabilities of conventional
analysis methods.

Methods—The 3D-CVAE employs 3D convolutional
layers to simultaneously capture spectral features and
their spatial relationships within the EELS-SI datacube.
Translational invariance is achieved through strided con-
volutions [32] across all three dimensions, ensuring con-
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FIG. 1. Comparison of VAE and PCA reconstructions and their anomaly detection performance. (a) Split visualization of
the EELS-SI datacube reconstruction, with VAE (left) and PCA (4 components, right) results shown as z-direction intensity
sums. (b) VAE reconstruction error heatmap showing Pearson Correlation Coefficients between original and reconstructed
spectra. (c) Corresponding PCA reconstruction error heatmap. In both (b) and (c), green circles indicate successfully detected
anomalies using Otsu’s thresholding method, while red circles mark undetected anomalous regions. Lower PCC values (lighter

colors) indicate greater deviation between original and reconstructed spectra.

sistent feature detection regardless of the exact position
of spectral features. This architecture efficiently pro-
cesses the full three-dimensional structure of the data
while maintaining spatial relationships.

During training, the 3D-CVAE constructs a low-
dimensional latent space by encoding input data as distri-
butions in a continuous latent manifold, regularized by a
Kullback-Leibler (KL) divergence term to ensure smooth-
ness and prevent overfitting. The model encodes each
spectrum as a point in this latent space, where similar
spectra cluster together and variations are captured by
the learned manifold structure. During inference, when
presented with an anomalous image, the VAE’s encoder
projects it onto this learned manifold of normality in the
latent space [21I]. The subsequent reconstruction by the
decoder is based on this projection, effectively filtering
out features that deviate from the learned normal pat-
terns. This process can be understood as a form of prob-
abilistic dimensionality reduction followed by a genera-
tive reconstruction, where the model’s learned prior acts
as a constraint that guides the reconstruction towards
normality. Consequently, the reconstructed image tends
to exclude or attenuate anomalous elements, as they are
not well-represented in the model’s learned distribution
of normal features. The discrepancy between the original
anomalous input and its ”normalized” reconstruction can
then serve as a quantitative measure of anomaly, making
VAEs an effective tool for both detecting and localizing
anomalies in complex, high-dimensional data such as im-
ages.

We present a novel DL method for EELS data by re-
formulating the reconstruction problem through Cross-
Entropy Loss (CE). While existing DL approaches to
spectral data typically employ Mean Squared FError

(MSE) [26] or Evidence Lower Bound (ELBO) [21] objec-
tives that treat spectral intensities as continuous values,
our formulation recognizes the discrete nature of electron
energy loss events. Each spectrum in EELS represents a
distribution of discrete electron counting events across
energy channels. By utilizing Cross-Entropy Loss (CE)
instead of MSE or ELBO, we treat each energy chan-
nel as a distinct class, where the normalized spectrum
intensities represent the probabilities of electron energy
loss events. This formulation aligns more closely with the
probabilistic nature of the data and improves the model’s
ability to capture and reconstruct critical spectral fea-
tures. The total loss function used for training combines
the CE Loss term with a Kullback-Leibler (KL) diver-
gence term, as follows:

N
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Cross-Entropy Loss

Where x represents the input shard of the (SI) datacube,
and X represents the reconstructed shard produced by the
decoder. The total number of spectra in a shard is de-
noted by N, which is obtained by flattening the spatial
dimensions (z,y) of the SI datacube. The parameter g
[33] is a weighting factor that controls the trade-off be-
tween the reconstruction accuracy (governed by the CE
Loss) and the regularization of the latent space (enforced
by the KL divergence term). The CE Loss quantifies the
discrepancy between the original spectra and their recon-
structions. For an individual spectrum, the CE Loss is



defined as:
E
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where y = {y.}2_| represents the normalized intensi-

ties of the original spectrum and § = {9, }Z_; represents
the reconstructed normalized intensities. The number
of energy channels in each spectrum is denoted by FE.
The softmax function, softmax(g.), normalizes the re-
constructed intensities to ensure that they are treated as
probabilities, with values that sum to 1 across all energy
channels. This formulation treats each energy channel
as a distinct class, where the original normalized intensi-
ties y. represent the probability of observing an electron
energy loss event in channel e. By optimizing this loss,
the model reconstructs the spectra in a way that matches
the probabilistic distribution of the original input data.
In addition to the reconstruction loss, the KL divergence
term regularizes the organization of the latent space, en-
suring that it is smooth and aligned with a prior Gaussian
distribution,. The KL divergence is defined as:

J
1
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Here, J is the dimensionality of the latent space. The
terms p; and ajz are the mean and variance of the approx-
imate posterior distribution for the j-th latent dimension,
respectively. This term encourages the latent represen-
tations to be close to the standard Gaussian prior, pro-
moting a compact and well-organized latent space. The
parameter 8 in the total loss function governs the bal-
ance between the strength of this regularization and the
fidelity of spectral reconstructions. Higher values of
[33] enforce stricter regularization at the cost of recon-
struction accuracy, while lower values prioritize precise
reconstructions of the input spectra [21].

Results—To validate our approach, we inject syn-
thetic anomalies in the form of Fe L-edge peak shift
anomalies in spatially clustered patterns, simulating re-
alistic defect structures. The Fe L-edge was specifically
chosen for this proof of concept due to its characteristi-
cally high Signal-to-Noise Ratio (SNR).

The injected anomalies consist of 2.5 eV peak shifts,
chosen to represent realistic defect-induced changes in
electronic structure. Figure demonstrates an exam-
ple of such an anomaly, showing the original Fe L-edge
spectrum (black) compared to the anomaly-injected spec-
trum (red), highlighting the characteristic peak shift our
model aims to detect. To evaluate detection perfor-
mance, we compare our VAE-based approach against
PCA reconstructions. The analysis pipeline processes
the anomaly-injected datacube through both methods.
For the VAE analysis, we segment the datacube into
24 x24xL blocks (where L represents the spectral dimen-
sion), process these through the network, and recombine

them to preserve the original dimensions. For quantita-
tive comparison, we calculate the Pearson Correlation
Coefficient (PCC) between original and reconstructed
spectra within the Fe L-edge energy window (690-730 eV)
for both methods. The PCC [34] metric measures the lin-
ear correlation between two variables, ranging from —1
to 1, and is given by:

B SF(we — T)(ye — 7))
Py = E _ E _
VEE (@22 /T2 (v - 9)?

In this context, the spectrum is treated as a pair of mul-
tivariate data vectors, x = (x1,x2,...,2p) and y =
(y1,92,...,YE), where E denotes the total number of en-
ergy channels. The variables x. and y. represent the
intensities at the e-th energy channel for the respective
spectra. The mean intensities of the spectra are given
by z = % Zle T, and § = % Zle Ye, which capture
the average intensity across all energy channels in each
spectrum.

Figure provides a comprehensive visualization of
both methods’ performance highlighting the true posi-
tive areas detected by the VAE. To quantitatively iden-
tify anomalies, we analyze the distribution of Pearson
Correlation Coefficient (PCC) scores across all pixels.
As shown in Figure the VAE-generated error maps
provide clearer visualization of localized errors, while
the corresponding PCC distributions (Figure [3)) ex-
hibit distinct bimodality, effectively separating normal
and anomalous pixels. In contrast, while PCA-generated
error maps show lower mean PCC values for anoma-
lous regions, the distribution lacks clear separation be-
tween normal and anomalous populations, making reli-
able classification challenging. For automated anomaly
classification, we implement Otsu’s method [35], an algo-
rithm that optimally separates the PCC histogram into
two classes by maximizing between-class variance. To
minimize false positives in anomaly-free data, we incor-
porate a unimodality check of the PCC distribution. In
the specific case presented in Figures [l|and [3] our VAE
approach achieved high classification accuracy, with only
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FIG. 2. Example of an injected peak shift anomaly in EELS
spectra. The original Fe L-edge spectrum (black) compared
to an artificially introduced 2.5 €V peak shift (red segment)



6 anomalous pixels misclassified as normal out of 38,000
total pixels. To verify the robustness of our method, we
conducted a statistical analysis comparing our approach
with PCA using 3, 4, and 5 components across various
shift magnitudes (Figure . Performance was evaluated
using Fl-scores [15], [36], a harmonic mean of precision
and recall that balances detection accuracy by account-
ing for both undetected anomalies (false negatives) and
misclassified normal pixels (false positives). Our VAE
approach demonstrates consistently high performance,
maintaining robust F1l-scores across different shift mag-
nitudes with both high precision and recall. PCA perfor-
mance shows a fundamental trade-off: using three com-
ponents provides the best anomaly detection among PCA
variants but exhibits periodic performance fluctuations
based on shift-basis vector alignment. Adding more com-
ponents improves spectral reconstruction fidelity but de-
grades anomaly detection capability, a limitation most
apparent when examining subtle spectral features such
as the O K edge. Further analysis reveals that PCA per-
formance is optimal when anomalies are small in number
and sparsely distributed, while our VAE approach main-
tains consistent performance even beyond physically re-
alistic anomaly concentrations. Although peak shifts be-
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FIG. 3. Distribution of pixels across Pearson Correlation Co-
efficient (PCC) values for VAE (top) and PCA with 4 com-
ponents (bottom). Each histogram shows the distribution of
normal (bulk) and anomalous pixels on a logarithmic scale.
PCC values range from 0.2 to 1.0, where 1.0 indicates perfect
correlation between original and reconstructed spectra.The
VAE shows clear bimodal separation between normal and
anomalous distributions, enabling reliable anomaly detection,
while PCA distributions remain overlapped.
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FIG. 4. Performance comparison across different magnitudes
of peak shifts. Fl-scores for VAE (red) and PCA with 3
(blue), 4 (orange), and 5 (green) components. VAE maintains
consistently high Fl-scores across all shift magnitudes, while
PCA exhibits periodic fluctuations in performance. PCA with
3 components shows the best performance among PCA vari-
ants, though its effectiveness varies with shift magnitude.

yond 4 eV exceed typical physical scenarios, we extended
our analysis to larger shifts to demonstrate that PCA’s
trend of improving performance from 0 to 4 eV does not
persist beyond this threshold and to show periodic nature
of PCA performance. To gain insight into the network’s
internal representations, we analyzed the latent space en-
codings of 64 pairs of EELS-SI sub-images, where each
pair consisted of an unmodified datacube shard and its
anomaly-injected counterpart. Analysis of cosine similar-
ity between the 40-dimensional encodings (corresponding
to our model’s latent space dimensionality) reveals that
the encoder consistently places paired images in close
proximity within the latent space, as shown by the high
correlation values along the diagonal in Figure This
proximity is crucial for our anomaly detection approach,
as it demonstrates that the encoder recognizes anoma-
lous and normal spectra as fundamentally the same data
point, leading to reconstructions that effectively filter out
the anomalous features. This behavior confirms that our
encoder successfully learns to represent the underlying
normal spectral features while being robust to anoma-
lous variations.

Conclusion—We have demonstrated a novel ap-
proach for automated anomaly detection in EELS-SI
data using a 3D Convolutional Variational Autoencoder.
Our method consistently outperforms traditional PCA-
based approaches across various shift magnitudes while
preserving spectral detail fidelity, though this perfor-
mance gap narrows with decreasing anomaly concentra-
tion. Analysis of the latent space representations reveals
that the model develops sophisticated encoding strate-
gies that adapt to local spectral features, enabling robust
anomaly detection without compromising reconstruction
quality. While manual analysis confirms that our VAE
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FIG. 5. Visualization of latent space relationships through co-
sine similarity between 40-dimensional encodings of EELS-SI
sub-image pairs. Each point compares an unmodified image
(Y axis) with its anomaly-injected counterpart (X axis). The
diagonal values close to 1 demonstrate that the encoder places
paired images in nearly identical positions in the latent space,
confirming that our model successfully recognizes anomalous
spectra as variants of their normal counterparts.

approach maintains high reconstruction quality and fea-
ture preservation in lower SNR regions such as the O
K edge, challenges remain regarding the development of
quantitative metrics that can reliably assess reconstruc-
tion performance in these noise-dominated spectral re-
gions. Future work will focus on establishing robust eval-
uation metrics that can better capture the demonstrated
capabilities of our method, particularly for subtle spec-
tral features where traditional pixel-by-pixel comparison
metrics become unreliable due to noise. Additionally,
recent advances in generative Al, particularly stable dif-
fusion [37] models, offer promising directions for EELS
denoising and reconstruction. These models’ ability to
learn complex noise patterns and generate high-quality
samples could potentially improve the recovery of fine
spectral features in low-SNR regions.
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FIG. 6. Precision-recall curves comparing anomaly detection performance between our 3D-CVAE model and PCA with 3,4,5
components. The VAE demonstrates consistently superior performance across different detection thresholds, maintaining a
better balance between precision and recall. In contrast, PCA exhibits trade-off behavior, where improved precision comes at
the cost of substantially reduced recall and vice versa, indicating less reliable anomaly detection.
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FIG. 7. Schematic representation of the 3D-CVAE architecture. The encoder processes the input EELS SI datacube through
convolutional layers to a compressed latent space representation. The decoder then reconstructs the data from this latent space
back to the original dimensionality.
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